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resource "digitalocean_droplet"” "web" {

name = "tf-web"
size = "51Z2mb"
1mage = "centos-5-8-x32"
region = "sfol"
¥
resource "dnsimple_record” "hello" {
domain = "example.com"
name = "test”
value = "${digitalocean_droplet.web.ipv4_address}"
type = "A"
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region: """ => "sfol"
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domain_id: "" => "<computed>"

hostname: "" => "<computed>"

name: " => "test"
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ttl: " => "<computed>"

type: = "A"

value: => "${digitalocean_droplet.web.1ipv4_address}"
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