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What is Cloud
omputing!?




The Definition has
been Clouded...




If you listen to the pundits,
anything on the internet is
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I’'m Going to Define
Cloud Computing as:

Virtualized Compute, Memory and Storage
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So what does it really
take to work with




A Different Way of




It’s all about the
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Three Pillars of




|. State Based Configuration
Management




. State Based Configuration
Management




|. State Based Configuration
Management




|. State Based Configuration
Management




2. Ad Hoc Change

Run this command on this server now




2. Ad Hoc Change




2. Monitoring




2. Monitoring




code name
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Engine Yard

Elastack




code name

Engine Yard

Elastack




code name

Engine Yard

Elastack




code name:
Engine Yard
Elastack




ode hame:
Engine Yard Elastack

Custom Gentoo Linux

State based config management




code name:
Engine Yard Elastack

Bridge multiple providers
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Vertebra:
p2p Cloud Control
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Problem:

L ots of servers to
control in the cloud




Problem:

Complex
interactions and
deployment
scenarios




Solution: Vertebra

ec2 inst.

< workflow engine(cavalcade) )

[ [
C data store(entrepot) )

1 1 ec2 inst.
< security/discovery(herault) )

1 1

C mod_vertebra )
1 1

( ejabberd )—( ejabberd )

ec2 inst.




Operations on Resource
Sets is Vertebra’s
Fundamental Abstraction

<op token='7e5293c579f4a9fa8da6320e9ef@3e3f"
type="install’'>
<res>/cluster/1</res>
<res>/slice/42</res>
<res>/gem</res>
<string name='gem'>hpricot</string>
</0op>




Resources are
Hierarchical

‘lfoo




Resource Set Matching

Needs

[clustel
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Resource Set Matching

Needs Provides
[cluster/| [cluster/|




Resource Set Matching

Needs Provides
/cluster/| —  /cluster/|




Resource Set Matching
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Resource Set Matching

Needs Provides
/cluster/| —  /cluster/|




Resource Set Matching

Needs Provides
[cluster/| [cluster/|




Resource Discovery

Who provides this set of resources!?




Resource Discovery

Who provides this set of resources?

>> @agent.discover('/cluster/ey®4', '/slice/42'")
G = {"jids"=>["eyd4-s00042@eyd4 . engineyard.com/agent" ]}




Resource Discovery

Who provides this set of resources?

>> @agent.discover('/cluster/ey®4', '/slice/42')
- => {"]jids"=>["eyd4-s00042@ey04.engineyard.com/agent"]}




Map/Reduce
Scatter/Gather Dispatch




Map/Reduce
Scatter/Gather Dispatch

Discover




Map/Reduce
Scatter/Gather Dispatch

Discover Scatter




Map/Reduce
Scatter/Gather Dispatch

Discover Scatter Gather




Fault Tolerant Protocol
on top of XMPP

Each agent can act as a Client
or a Server or both at once.




Fault Tolerant Protocol
on top of XMPP

Herault
Auth/intros

Agent/Client

Agent/Server

state :new request operation state :new
state :ready response with token

<€+— request permission state :verify
permission granted —»

ACK op being worked on

ok got it state :producing

select actor
dispatch
operation

result of actor dispatch

ok got it state :flush
I

state :commit finalize operation
ok done state :commit




Key/Value Data Store

Queried via an ‘op’

ses Resource ‘Sets’ as
compound




Workflow
coordination of multiple agents

Move Slice Workflow

Operations are like
l unix processes:
hash as stdin/stdout

op shutdown

input: /cluster/1, /slice/42, /node/2

op slurp_config Workflows are like

command line pipes
tying together multiple
operations

op put_config

op boot




Integration with IM via XMPP

OO0 foo@conference.ey04.engineyard.com

“ @YU ® U A AN er
ey04-s00015

ey04-s00014
ey04-s00013

ey04-s00013 : ey04-s00012

| am ey04-s00013@ey04.engineyard.com/agent ey04-s00011
| provide these resources: ez

<Actor: provides=/cluster/ey04, /slice/13, /reload>

<Actor: provides=/cluster/ey04, /slice/13, fgem>

Ezra Zygmuntowicz
g %help

ey04-s00012

| am ey04-s00012@ey04.engineyard.com/agent

| provide these resources:

<Actor: provides=/cluster/ey04, /slice/12, /reload>
<Actor: provides=/cluster/ey04, /slice/12, fgem>

ey04-s00014

| am ey04-s00014@ey04.engineyard.com/agent

| provide these resources:

<Actor: provides=/cluster/ey04, /slice/14, /reload>
<Actor: provides= /cluster/ey04, [slice/14, fgem>

ey04-s00011

| am ey04-s00011@ey04.engineyard.com/agent

| provide these resources:

<Actor: provides=/cluster/ey04, /slice/11, /reload>
<Actor: provides=/cluster/ey04, /slice/1l, fgem>

ey04-s00015

| am ey04-s00015@ey04.engineyard.com/agent

| provide these resources:

<Actor: provides=/cluster/ey04, /slice/15, /reload>
<Actor: provides=/cluster/ey04, /slice/15, fgem>

() foo@conference.ey04.engineyard.com

Any ‘state’ in a workflow can call out to meatware



If we have time...







